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In a reconfigurable battery pack, the connections among cells can be changed during operation to form dif-

ferent configurations. This can lead a battery, a passive two-terminal device, to a smart battery that can

reconfigure itself according to the requirement to enhance operational performance. Several hardware ar-

chitectures with different levels of complexities have been proposed. Some researchers have used existing

hardware and demonstrated improved performance on the basis of novel optimization and scheduling algo-

rithms. The possibility of software techniques to benefit the energy storage systems is exciting, and it is the

perfect time for such methods as the need for high-performance and long-lasting batteries is on the rise. This

novel field requires new understanding, principles, and evaluation metrics of proposed schemes. In this arti-

cle, we systematically discuss and critically review the state of the art. This is the first effort to compare the

existing hardware topologies in terms of flexibility and functionality. We provide a comprehensive review

that encompasses all existing research works, starting from the details of the individual battery including

modeling and properties as well as fixed-topology traditional battery packs. To stimulate further research in

this area, we highlight key challenges and open problems in this domain.
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1 INTRODUCTION

In recent years, the focus has been on smart utilization of batteries. Various control, optimization,

and scheduling techniques have been discussed to improve the performance of batteries in order

to achieve better operation and lifetime. Manufacturing as well as modeling problems restrict the

availability of batteries in all sizes. That is why battery packs composed of several batteries, from a

few to thousands, are commonly used to meet the specific load requirement. Battery packs present

many challenges and opportunities for performance enhancement and optimum utilization as each

battery is complex and has multiple nonlinear phenomena going on. In order to satisfy the reliabil-

ity and safety requirements, battery packs generally have a management and monitoring system

composed of many devices and features. For last two decades, a lot of effort has been put into

improving the performance of battery packs, ranging from pack design to more advanced features

such as cell balancing and energy management. Traditionally, these approaches dealt with a fixed

configuration of battery packs; i.e., connections of different batteries within a pack were fixed.

Ever-increasing demands of storing energy, with increases in the number of electronic devices in-

cluding gadgets and cars, and perennial demands of longer operation time have generated many

challenges. The requirements, challenges, and hence opportunities are available in all magnitudes:

from tiny batteries on wearable devices and gadgets to batteries that weigh over 100 kilograms for

electric vehicles (EVs).

In contrast to conventional battery packs, reconfigurable battery packs are flexible as the con-

nections between the batteries can be reconfigured. In a reconfigurable battery system, the flexi-

bility of battery topology enables reconfigurable batteries to vary their characteristics, i.e., voltage,

currently available capacity, and so forth. This flexibility in architecture can be used to meet the

desired load profile, resulting in fewer losses than power converters.

With the introduction of new possibilities by reconfigurable battery systems, there are new

challenges as well, e.g., safe and optimal utilization. The rise of this new multidisciplinary cyber-

physical field requires new understandings, governing principles, and techniques for optimal re-

sults. Extensive research has been conducted on reconfigurable battery systems recently. A good

indication has been involvement of different, highly relevant industrial organizations such as Intel,

Tesla Motors, Microsoft, and IBM Research, which shows the industrial demands of this rising field.

A key advantage of reconfigurable systems is that by providing control freedom, expertise from

other domains such as computer science can also be leveraged for innovative solutions, leading to

performance enhancement.

To exploit the advantages of reconfigurable battery systems, a lot of techniques have been pro-

posed, and a survey has been conducted in [25]. However, it focuses on battery management sys-

tems. In contrast, this article focuses on the hardware architectures of different reconfigurable

battery systems and the functional comparison of these architectures, since recently many new

hardware architectures for reconfigurable battery systems have been developed, and their unique-

ness from a practical perspective and their benefits (and drawbacks) need to be scrutinized.

The aim of this article is to provide a comprehensive review of the hardware architectures of

different reconfigurable battery systems. Moreover, we provide a comparison and detailed analysis

of different reconfigurable architectures from functional and overhead perspectives. The article

addresses key challenges, state-of-the-art technologies proposed by researchers, metrics used to

quantify performance, and a comparison of these architectures. Finally, we discuss the applications

and scenarios where significant advantages of reconfigurable battery systems have already been

shown. An objective of this review is to highlight potential areas of research. To stimulate and

motivate further research, we highlight important opportunities and challenges of the field. To

the best of our knowledge, this is the first attempt to analyze and compare different hardware

architectures used for reconfigurable battery systems.
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Unique features of this review article include:

• A concise background of individual batteries including modeling, properties, and tradeoffs is

provided. There is an in-depth discussion on design goals that can be leveraged to optimize

system performance.

• An overview of reconfigurable batteries is provided, followed by a summary of architectures

that have been proposed.

• Existing architectures are analyzed and compared with respect to performance and losses.

To the best of our knowledge, this is the first work to compare and highlight the differences

(and limitations) of various architectures.

• A comprehensive overview is given of the challenges and future research opportunities in

this field.

We use a bottom-up approach to gradually develop the case for reconfigurable batteries. First

of all, we take a look at properties of individual batteries in Section 2. Important measures such

as State of Charge (SoC) and State-of-Health (SoH) and the basic operating laws of batteries are

discussed. In Section 3, we briefly discuss the alternative conventional approach of battery packs,

i.e., those with fixed configuration. In Section 4, first we discuss overall design and all the hardware

topologies that have been proposed in the literature, and then we provide the comparison of those

topologies while discussing the differences and limitations. An analysis of these architectures with

respect to flexibility and losses is presented in Section 5. Modeling and software methods are de-

tailed in Section 6. Applications and opportunities of reconfigurable architectures are highlighted

in Section 7. Section 8 concludes the article.

2 RECONFIGURABLE BATTERY: INDIVIDUAL CELL PROPERTIES

Before we discuss reconfigurable battery packs, let us first have an introduction to properties of

individual cells. Batteries of all chemistries (i.e., different materials) have complex internal pro-

cesses leading to different operational outcomes under various conditions. First we will have a

look at the measures of storage, i.e., SoC and SoH, followed by a discussion on rate discharge ef-

fect and recovery effect. We will not cover different chemistries of batteries and problems related

to their specific characteristics and construction: generally we will restrict our discussion to the

commonly used lithium-ion (Li-Ion) batteries. Interested readers are referred to [74], which covers

battery chemistries and their specific properties in detail.

2.1 Modeling

Battery modeling is a mature field now, thanks to dedicated efforts to develop accurate models

that can predict responses of batteries under different circumstances. A brief summary of some

commonly used methods is presented here, followed by a description of two battery models.

A kinetic battery model, which uses a controlled voltage source, is presented in [81]. This work

was extended later on into a hybrid model in [57]. The proposed hybrid model has been used in

some reconfigurable battery systems, such as [63]. The work in [100] highlights some electric mod-

els of batteries and then emphasizes the battery properties, which are discussed later. Even though

electrical-equivalent models of batteries have long been developed, it is interesting to see model-

ing efforts aiming for cyber-physical codesign, such as [120]. The model in [120] is equivalent to

the commonly used Rakhmatov-Vrudhula-Wallach model, which can be used for scheduling and

policy development in the cyber part of the system. Capacity fading over time and temperature

effects have been considered in the model presented in [33]. A dynamic model for a lithium-ion

series battery pack based on the voltage-current relationship of individual cells and experimental

validation of models with regard to voltage and current characteristics is presented in [36].
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Fig. 1. Battery model: second-order equivalent electric circuit.

2.1.1 Second-Order Model. A commonly used second-order electric model (having two

resistor-capacitor pairs) is presented in [21]. Unlike other methods, this model has one resistor-

capacitor pair for a short-term instantaneous response and another for a long-term and slow re-

sponse of current and voltage of batteries. It is also a common practice in many models to use

only one resistor-capacitor pair, which implies having a single time constant of the systems that is

generally used to emulate the long-term slow response of batteries. The equivalent electric model

of a battery is shown in Figure 1.

Here, the RC pairs R1 −C1 and R2 −C2 represent the short- and long-term responses that are

observed in real batteries. Rser ies is the series resistance (also called internal resistance) and VOC

is the open-circuit voltage of the battery. Let us define the state vector as [v1 v2 SOC]T . Here,

v1 and v2 represent the voltage drop across C1 and C2, respectively. Based on this state vector, we

can write the battery dynamics as the linear system shown in Equation (1):

⎡⎢⎢⎢⎢⎢⎢⎣
v̇1

v̇2

˙SoC

⎤⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 1
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0 0

0 − 1

R2C2
0

0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣
v1

v2

SoC

⎤⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
C1

1
C2

− 1

3600C

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
· i + E · vn , (1)

where Cp is the total rated storage capacity of battery in ampere-hours. Vector vn represents the

noise that is being added in the system and matrix E relates the noise to the system state. Vector

vn is defined as [nv1 nv2 nSoC nvoltaдe ]T : it contains noise in states (v1, v2, and SoC) and

measured voltage.

As universally acknowledged, the relationship between open-circuit voltage vOC and SoC is

nonlinear, which makes it difficult to directly consider voltage as system output. Battery voltage

can be represented as a nonlinear function of SoC as shown in Equation (2):

voc = f (SoC ). (2)

This relationship can be found out experimentally. When battery current is i , the output voltage

can be written as

y = f (SoC ) +v1 +v2 + Rser ies · i . (3)
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Fig. 2. Battery model implementation in Simulink [115].

A linearized output equation can be obtained by using Taylor series and ignoring higher-order

terms, as shown in Equation (4):

y =
[

1 1
∂ f (SoC )

∂SOC

] ⎡⎢⎢⎢⎢⎢⎣
v1

v2

SoC

⎤⎥⎥⎥⎥⎥⎦
+ Rser ies · i + F · vn , (4)

where matrix F relates the noise vector to the observed output. Matrices A, B, C , and D can be

taken from Equations (1) and (4).

2.1.2 Simplified Nonlinear Model. An alternative battery model is presented in [115], which

relies on a first-order scheme. This model has been widely used and this is the battery model im-

plemented in MATLAB and Simulink. Even though that paper discusses models of other types

of batteries, we restrict the scope to Li-Ion batteries. Interested readers are referred to [57,

115] for equations about other battery types. The charge model of Li-Ion battery is given in

Equation (5):

Vbattery = VOC − R · i − K
C

it − 0.1 ·C · i
∗ − K C

C − it · it +A · exp (−B · it ), (5)

where VOC is the open-circuit voltage (volts), R is the internal resistance (ohms), i is the current

and i∗ is the filtered current (amperes),C is the total capacity (ampere-hours), K is the polarization

constant or resistance (ohms), and it is the used capacity (ampere-hours). A and B are used to

model the exponential zone: A is the amplitude of the exponential zone (volts) and B is the time

constant inverse ((ampere − hours )−1).

The discharge model of the Li-Ion battery is shown in Equation (6):

Vbattery = VOC − R · i − K
C

C − it · (it + i
∗) +A · exp (−B · it ), (6)

where the terms having polarization constant K are used to model the changing behavior of effec-

tive polarization resistance in Li-Ion batteries. The overall implementation of the discharge model

is shown in Figure 2.

We can see that the battery voltage is determined by the expression shown in Equation (6), cur-

rent i , and filtered current i∗. Also, the exponential zone depends on A and B. For discharge mode,

the implementation is the same as shown in Figure 2, and the only difference is the calculation of

battery voltage (Ebatt ): now it is calculated according to Equation (6).

ACM Transactions on Design Automation of Electronic Systems, Vol. 24, No. 2, Article 19. Pub. date: March 2019.



19:6 S. Muhammad et al.

2.2 State of Charge

SoC is defined as a measure of charge in a battery with respect to overall storage capacity. It is a

unitless quantity generally measured from 0 (fully discharged) to 1 (fully charged), or alternatively

from 0% to 100%. The SoC of a battery, at time t , having storage capacity C (units: ampere-hours)

can be represented as

SoC = SoCi −
1

3600C

t∫

0

i (τ )dτ , (7)

where SoCi is the initial storage capacity of the battery and i is the current (amperes). The general

convention is to consider current as positive when the battery is being charged and negative while

charging. Note that we need to know the initial SoC, as shown in Equation (7).

SoC estimation is a challenging problem for several reasons: the initial SoC may not be known,

noise in sensors, and degradation of the total capacityC of the battery. The battery capacity fades

over time by charge-discharge cycles and there is self-discharge in batteries (a process where stored

charge is lost over time, especially in low temperatures). All these factors give rise to the problem

of SoC estimation.

There are two basic physical quantities that can be used (individually or combined) to estimate

the SoC: current (i) and voltage (V ). The method relying solely on current is referred to as Coulomb

Counting and can be mathematically written as Equation (7). This method is based on current and

the voltage of a cell is fully ignored. The disadvantage of this method is that error accumulates

over time and becomes significantly large. Alternatively, some traditional approaches were based

on voltage information. This is difficult because of a highly nonlinear SoC-voltage relationship,

especially for Li-Ion batteries. Also, the SoC-voltage curve is flat for most of the region: there

is a very small change in voltage after a much larger change in SoC, which makes it difficult to

use voltage as a basis for SoC estimation. Limited information and the contribution of multiple

factors, including noise in measurements and model inaccuracy, make it difficult to rely on only

one of current or voltage. Because many methods of SoC estimation exist in the literature, from

very simple ones to highly sophisticated ones, we briefly review some relevant literature here.

An estimation method based on Coulomb counting is presented in [93]. A voltage-based method

for SoC estimation was presented in [116]. This work dealt with complexities such as hysteresis

(difference in voltage levels at the same SoC while charging and discharging). It was also discussed

that the SoC for a few of the battery types such as nickel-metal hybrid can be difficult to estimate.

A closed-form analytical expression for SoC estimation based on both current and voltage was

presented in [102]. A fuzzy logic approach for SoC was presented in [106] that required training

data, which is challenging to replicate because changing properties depend on various conditions.

An approach based on a complex neural network restricted to lead acid batteries was presented in

[17]; it also has a complex network design and computations. An SoC estimation technique based

on a genetic algorithm and hybrid neural network for series-connected modules (battery cells) was

introduced in [70]. This complex method has promising results, but the method has high compu-

tational cost. In [87], a mathematical model that can predict the SoC and remaining operation time

for lead acid batteries is presented in [87], but it suffers from low accuracy. Parameters of batteries

have been put through different tests in a study presented in [56]. An algorithm introduced in [44]

combines the weighted sum of common voltage-based SoC estimation techniques and Coulomb

counting. A Kalman filter-based technique for SoC estimation was discussed in [94]. An extended

Kalman filter (EKF)-based estimation method is presented in [22]. The paper provides the design

of the estimation technique along with detailed simulations and experimental results. However,

determination of actual SoC and its comparison with estimated SoC is not shown.
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2.3 State of Health

SoH is a measure to quantify the ability of a battery to store charge with respect to its original

design storage capacity (both in ampere-hours). SoH is a unitless quantity and generally ranges

from 0 to 1, or equivalently from 0% to 100%. Here 0 means a battery cannot store any charge

now and 1 implies that it is able to store full capacity according to its design. For example, an SoH

of 0.8 for a battery whose design capacity was 1 ampere-hour means now it can store only 0.8

ampere-hour. Due to capacity fading of batteries caused by various phenomena including cycle

and calender aging, it is important to keep track of SoH as it tells about the actual capacity of a

battery. A review of impedance-based measurement methods for SoH is presented in [48].

Weak battery cells can be identified on the basis of SoH. Generally SoH is acquired by com-

paring fully charged capacity with the rated nominal capacity. Other methods involving internal

resistance/impedance, ability to accept a charge, rate of self-discharge, charge-discharge cycles,

and so forth have been adopted. Because of the nature of the problem, most methods of SoH es-

timation also predict the SoC as well. These techniques are generally limited to nickel-cadmium

and lead-acid batteries. A method based on Coulomb counting for SoH prediction is presented in

[43, 84].

2.4 Battery Life

Capacity fading is a commonly occurring phenomenon that causes a reduction in the storage ca-

pacity of the battery, i.e., reduced SoH. Several factors contribute to reduction in fading, including

lithium deposition during overcharge, decomposition of electrolytes, and film formation on elec-

trodes [2]. These side processes have been studied and modeled but generally are dependent on the

type and chemistry of battery. As discussed earlier, SoH is a measure of the remaining capacity of

battery. However, we need to quantify the longevity of the battery as well. Cycle count is a common

method of specifying the process of capacity fading during the life cycle of a battery. A cycle is

defined to be a complete process of charging and discharging the battery. A common way to assess

the longevity of the battery is to measure (and predict for the future) the remaining capacity after

a particular cycle count.

Among many usage conditions causing capacity fade (such as overcharge and undercharge), we

feel the need to specify a common cause that is relevant to subsequent discussion. According to

work in [2, 102], the capacity fading is mainly due to film growth on the electrode, which is caused

by cell oxidation. The process of film growth can be written as

∂δ

∂t
=

ikM

LαρF
,

where δ represents the film thickness and ik is the rate (current) of reaction [102]. Parameters

M,L,α , ρ, F are constants for any specific battery. The important thing here to note is that when the

current is higher (heavy load or fast charging), the process of capacity fading (by film formation)

is faster, which will lead to reduced cycle count.

For design algorithms, understandably the goal should be to have maximum longevity in terms

of cycle count with as high capacity (SoH) as possible.

2.5 Rate Discharge Effect

The rate discharge effect, governed by Peukert’s law, is a common phenomenon that exists in all

battery types. In a nutshell, it states that if we increase the discharge rate (current), the energy out-

put of the battery will decrease. This is counterintuitive because the law of conservation of energy

states otherwise. However, this occurs due to limitations of internal electrochemical reactions of
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the battery. Peukert’s law is expressed as [74]

Cp = i
kt , (8)

where i is the current (amperes), Cp is the rated storage capacity (ampere-hours), and t is the

operation time (hours). Ideally, in the absence of such effect, the operation time should have been

t =
Cp

I
, which is represented as k = 1 in Equation (8). But in reality, all batteries have k > 1, so

t <
Cp

I
.

This law dictates an important objective for algorithms: minimize the current of individual bat-

teries. The rate discharge effect has been studied for fixed architecture systems in [6], where inter-

nal loss of energy is evaluated. Work in [16, 74] investigated the effect of higher discharge rate on

battery storage capacity and temperature rise, respectively. This phenomenon has been leveraged

in reconfigurable systems to enhance performance, such as [38, 52, 53, 117]. This property gives

an important goal for algorithms: minimize the current of batteries to increase operation time.

2.6 Recovery Effect

After discharge, when a battery is rested, the electrochemical processes lead to voltage recovery of

the battery [74]. So the voltage of the battery, which has dropped because of a high discharge rate

(current), will rise if it is provided some rest. Recovery of voltage is greater after a higher discharge

rate because during the rest period, the battery has the possibility to recover from polarization

effects, which have a higher impact when the load is heavy [74]. Other than increased voltage,

such rests (sometimes referred to as the process of intermittent discharging) also increase the

service life of the battery.

A mathematical method to model the recovery effect is proposed in [52]. Key factors affecting

the recovery effect include discharge rate c , discharge time td , and rest time tr . Based on these

parameters, a correlation function can be defined as Fr : c × td × tr → Vout , whereVout represents

output voltage. To find Fr , multivariate linear regression can be used for every value of tr . This will

formulate a set of functions. Clearly our goal is to maximize recovery efficiency factor η (which

represents the percentage increase in voltage). This can be done by computing first the deriva-

tive of Fr with respect to discharge rate c by finding eta from d Fr

dc
= 0. As our aim is to compute

maxima, we add the condition that d2Fr

dc2 < 0. Of course, utilization of this method is dependent on

information about how recovery efficiency is affected by discharge rate c , discharge time td , and

recovery time tr .

2.7 Battery Tradeoffs

Battery tradeoffs are interesting and challenging phenomena that offer challenges and opportu-

nities in intelligent systems. A very simple example can be derived from the previously discussed

recovery and rate discharge effects: in a parallel pack of batteries, the rate discharge effect would

want all cells to be connected in parallel (to minimize individual current), while the recovery effect

demands the cells to be rested (at least to an optimal rest time).

The rate discharge effect, which is applicable for the process of charging as well, itself presents

a dilemma of power versus output energy. If we deliver high power (to meet higher load demand

or to charge the battery quickly), the stored energy will be reduced. On the contrary, if we charge

(or discharge) for optimal energy efficiency, it will require a long time. Either of these conditions

might be true depending on the condition. As discussed earlier, the discharge rate (current) affects

the longevity of the battery by reducing the cycle count. The tradeoff means we can provide more

but we will lose some of the stored energy in the battery (SoC). Similarly, charging at a very high

rate reduces the cycle count. Here we face the dilemma of either charging very slowly (without
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Table 1. Description of Battery Tradeoffs

Battery Tradeoff Detail

Discharge rate against battery charge Higher discharge rate means total energy output will be
decreased (than at a lower rate). Explained in Section 2.5.

Discharge rate against battery life At higher discharge rate, battery life (cycle count) will be
reduced. Details in Section 2.4

Charge rate against battery life Fast charging (at higher current) implies battery’s life will be
reduced. For details, see Section 2.4.

affecting battery life) or charging quickly but at the cost of reduced battery life. As summarized in

[3], the battery tradeoffs are shown in Table 1.

3 HARDWARE TOPOLOGIES OF RECONFIGURABLE BATTERIES

First of all, the overall system architecture of reconfigurable batteries is explicated. Next, we

present the commonly used architectures’ realization of reconfigurable battery systems. From a

practical perspective, it may not be feasible to have a large-scale fully reconfigurable battery, i.e.,

ability to control every individual battery. That is why it is a common practice in large batteries

to monitor and reconfigure modules instead of batteries. A module may be a collection of batter-

ies in series, referred to as a series-connected module (SCM). Alternatively, we might consider a

module as a group of batteries connected in parallel, known as PCM. In the following discussion

of architectures, we discuss (and draw) a typical battery as the smallest unit; practically, it may be

a module (composed of multiple batteries) instead of a single battery.

3.1 System Architecture of Reconfigurable Batteries

One example of a reconfigurable battery pack is shown in Figure 6. We can see that in addition to

batteries, a reconfiguration hardware (composed of switches) is employed for provision of config-

uration flexibility; we will have a detailed discussion about designs of reconfiguration hardwares

in subsequent parts. In a typical reconfigurable battery pack, in addition to batteries, a reconfigu-

ration hardware (composed of switches) is employed for provision of configuration flexibility; we

will have a detailed discussion about designs of reconfiguration hardwares in subsequent parts. In

some reconfiguration switching designs, the placement of batteries does not matter: all batteries

have complete flexibility to be connected in series or parallel, or to be disconnected altogether. On

the contrary, some architectures require the preliminary step of designing a pack: maximum cells

that can be connected in series and parallel.

Because of the limited safety operation window of Li-Ion batteries, with respect to temperature

and voltage, the battery management system (BMS) is a necessary part of any practical battery

pack [77]. Details of the BMS, including some famous designs, have been shown in Section 4.1.

Typical performance-tracking functions of the BMS include SoC estimation, SoH calculation, and

fault detection [77, 110]. Sensing becomes even more significant and critical in large-scale systems,

where the problem becomes challenging due to uncertainties of using more hardware components

[55]. In addition to monitoring, the BMS is also responsible for intelligently controlling the battery

and, in this case, for adaptively reconfiguring the battery to optimize overall system performance.

Reconfiguration of battery connections depends on several factors (discussed in detail later), in-

cluding the requirement to provide desired output to load, ensuring balanced charge among bat-

teries, and scheduling of rest. So overall, the BMS requires hardware (e.g., sensors and switches)

as well as software methods such as performance tracking and control of battery topology using

high-level algorithms.
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The traditional approach of BMS design incorporates a central controller, which monitors and

controls all batteries in the system. In [54], a hierarchical approach of BMS design is proposed,

where a global BMS communicates with several local BMSs. To achieve a scalable and reliable

reconfigurable system, it is proposed in [20, 111] to have a completely distributed BMS in which

computation (and decision making) is decentralized. Such a system can leverage the recent rise

of smart cells [110], which include monitoring and communication devices, to achieve robust dis-

tributed control in the battery network.

4 BATTERY PACKS: FIXED ARCHITECTURE

It is impossible to build a single battery of desired size because of process and production lim-

itations [97]. That is why for heavy loads, battery packs containing thousands of batteries are

developed. For example, the battery pack of the Tesla Roadster has 6,800 batteries connected in

a pack, where every battery is a standard 18650 rechargeable one [8]. As discussed earlier, ev-

ery battery has complex, nonlinear processes that are difficult to model and predict. The problem

becomes even more complex when we are dealing with battery packs. The network of batteries,

connected together in a particular configuration, gives rise to many challenges.

A key issue in battery pack design is safety. Thermal design requires special attention to en-

sure that heat is properly dissipated and batteries remain safe [31, 107]. Additionally, the safety

operational voltage range of batteries (specially Li-Ion) is very small, resulting in a very limited

temperature-voltage operation range that is safe (referred to as the safety window) [31]. As dis-

cussed earlier, utilization of batteries at overcharge and undercharge conditions also leads to degra-

dation of capacity and, in the worst case, to a safety hazard.

While usage of batteries is currently increasing, it is expected to increase at a higher rate in the

future. Small applications, such as cell phones, smart watches, and personal digital tablets, require

a single battery. But even moderate loads, in addition to heavy ones, require a battery pack. For

example, batteries of laptops and notebooks generally have six to 12 individual cells. On higher

loads, most of the practical applications of energy storage employ battery packs. The established

applications of battery packs include electric and hybrid electric vehicles [8, 11, 91, 104], grids and

micro-grids [10, 30, 98, 122], storing wind energy [76], and uninterruptible power supply (UPS),

which is now being adopted by Google, Microsoft, and Facebook for data centers [34].

4.1 Battery Management System

Perhaps the most significant component of the battery pack is the BMS. The BMS monitors volt-

age, SoC, SoH, and temperature of every battery during charging and discharging. The two main

types of BMSs are flat and modular BMSs from the perspective of design structure. A flat BMS is

most suited for small-scale applications. This is because, in a large-scale system, a huge amount

of wiring can become complex, which is unsuitable for a flat BMS design [1]. Modular BMSs or

modularized battery management systems are more appropriate for a large-scale battery system

design. The reason is extendability, which caters to hardware of various sizes [66]. Functions like

monitoring, protection, SOC and SOH estimation, cell balancing, and charge/discharge control

should be incorporated into the BMS [1].

The measurement block acquires voltages, current values of battery cells, and ambient tem-

perature across battery packs [119]. Some methods also monitor internal impedance [65]. Safety

features and thermal management are important to prevent the battery pack from operating at

conditions that may be harmful to the user or system [79]. The work in [90] describes that the

recovery effect can be utilized to extend lifetime. If a battery is not in a safe region (in any re-

spect), the BMS can disconnect the cell from the pack. In the literature, many elegant solutions

have been proposed to address the problem of BMS design and deal with practical considerations
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[9, 24, 72, 80, 94–96, 101, 112, 114, 121]. A comprehensive review of the BMS and related problems

is presented in [77].

4.2 Challenges

4.2.1 Cell Imbalance. Differences in the SoC of individual cells are a commonly occurring phe-

nomenon because of material variance. This problem arises only when batteries are connected in

series; cells in parallel naturally balance one another. Many solutions for the problem of imbalance

have been proposed. Some earlier approaches did the balancing on the basis of voltage; however,

most modern approaches utilize SoC information for cell balancing. Passive balancing (also known

as resistive bleeding) dissipates the energy from cells with higher SoC and repeats it until all cells

have a similar SoC. Passive balancing techniques require a long balancing time because of the low

rate of charge tranfer between cells [78]. An innovative technique is presented in [85] in which

optimal cell-to-cell balancing is achieved for serially connected Li-Ion cells by adding individual

cell equalizers. Active balancing is an energy-efficient scheme that uses cells with a higher SoC to

charge the weaker cells. This transfer (in contrast to loss in passive approaches) saves energy and

that is the reason for its widespread adaptation in practical systems. In most active balancing tech-

niques, low-charged cells forcefully extract the charge from cells with a high SOC, which ensures

higher energy efficiency but with higher hardware cost and difficult management [86, 92].

Problems of design and control of active balancing have been addressed in the literature. Some

of the proposed methods include equalizing converters for charging [45], control formulation [14,

15, 49, 71], DC-DC converters [67, 68], switched capacitors [88], ultra capacitors [118], flyback

converters [32, 105], and hierarchical balancing [4, 18]. Since this is a well-studied area, interested

readers can refer to the comprehensive survey presented in [13, 82]. One case study of mitigat-

ing cell imbalance in battery packs using system reconfiguration was presented in [40], which

introduces an algorithm named CSR, a Cell Skipping-assisted Reconfiguration algorithm that can

help with identifying system configuration in order to deliver near-optimal capacity of the battery

pack.

4.2.2 Energy Management. Energy management is a challenging and fruitful domain in battery

packs. Two common scenarios that signify the importance of energy management include cell

failures and the possibility to increase the operational time of the system. The advantage of the

intelligent scheduling algorithm in increasing the operation time of portable electronic devices is

shown in [99]. A nonlinear optimization approach for similar applications is presented in [7]. A

comparison of several simple and complex scheduling algorithms and their optimality has been

discussed in [51]. Energy management and battery optimization have also been achieved using the

method of quadratic programming in several cases, especially in hybrid and electric vehicles [23,

28, 29, 37].

4.2.3 Fault Tolerance. Large-scale reconfigurable battery systems are expected to last for a long

time. In order to have high system reliability, it is imperative to have a fault-tolerant design. In

[75], large-scale battery systems were evaluated for reliability. A fault-tolerant system allows the

use of different circuit elements with a broader range of quality. A well-designed fault-tolerant

system can help in lowering the maintenance cost as well. Fault diagnosis tools can detect various

types of faults such as single stuck-at fault (SSF), open fault, bridging fault, and so forth [46, 89].

4.3 Two Switches (Series-Connected Modules)

An SCM architecture for reconfigurable batteries has been used in [58, 60, 63, 69]. The simplicity of

the architecture (because batteries can only be connected in series) leads to a simple design of the
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Fig. 3. A series-connected module (SCM) reconfigurable architecture as used in [58, 60, 63, 69].

Fig. 4. A series-connected module (SCM) reconfigurable system using a two-way switch, proposed in [5].

architecture. SCM reconfigurable architectures require only two switches per battery, i.e., typical

on-off (single-pole, single-throw) switches.

An SCM reconfigurable architecture from [63] is shown in Figure 3. If two-way switches are

used (single pole, double throw), only one switch is required for every battery. Such an architec-

ture has been proposed in [5]. The hardware topology of a two-way switch is shown in Figure 4.

Though a PCM-based reconfigurable architecture has not been presented in the literature, it is

straightforward to see that such a system can also be designed using two (on-off) switches per

cell.

4.4 Nearly 1 Switch

An interesting architecture uses a clever tradeoff: its flexibility is limited but it can include or

disconnect switches. Such an architecture has been used in [59, 62, 61]. The hardware topology

with this configuration is shown in Figure 5. We see that now the restriction is that we can have

a maximum of n batteries in parallel and a maximum ofm in series. These maximum connections

can be at the same time as well: a configuration of n parallel strings, each havingm cells in series,

is possible. The advantage of such a restriction is that it requires only a small number of switches;

precisely, it requires mn +m switches for a complete system, i.e., one switch per battery and one

switch for every PCM. As we will soon see, this reduces the number of switches considerably.

4.5 Three Switches and DESA

Usage of three switches for every battery to have a reconfigurable system is very common in the

proposed designs. The architecture from [113] (which is perhaps the first work in reconfigurable

batteries) is shown in Figure 7. DESA (dependable, efficient, scalable architecture), proposed in [54],

uses three switches and is used commonly. Both architectures (DESA in Figure 6 and Figure 7) use

three switches per cell and are functionally the same: any cell can be configured in series, parallel,

or disconnected altogether. A similar design with the same number of switches is presented in [42,

69, 117].
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Fig. 5. A hybrid reconfigurable architecture using nearly ibe switch per battery, used in [59, 61, 62].

Fig. 6. DESA architecture presented in [54].

Fig. 7. A flexible architecture requiring three switches for every battery, as used in [38, 113].

Remark. Functionally, the simplified three-switch architecture and DESA are similar: they can

reconfigure battery connections. However, as we will see in the detailed analysis (in Section 5.3),

DESA has fewer power losses as compared to a simple three-switch architecture.

4.6 Five Switches

A topology using five switches is also frequently used. The architecture of a reconfigurable system

with five switches is shown in Figure 8. This architecture has been used in [26, 27]. The authors
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Fig. 8. Reconfigurable architecture using five switches for every battery, utilized in [26, 27].

Fig. 9. Topology of reconfigurable system that requires six switches for every battery, used in [50, 52, 53].

in [27] claim the architecture to use six switches, but it is generally observed that the topology re-

quires only five switches for every battery. A simple version of this architecture (with four switches

per battery) was used in perhaps the earliest work of reconfigurable batteries, in [113].

4.6.1 Architecture Having Six Switches. A general and more flexible architecture requiring six

switches for every battery has been used in several works. The configuration of the six-switch

architecture is shown in Figure 9. This topology has been used in [50, 52, 53, 78].

4.7 Multiple Outputs

An interesting concept has been proposed in architecture that capitalizes on the rate discharge

effect. The architecture proposed in [50, 52, 53] proposes the capability to deal with multiple loads

with only one battery pack. The key novelty in this topology is the ability to serve different loads

with a separate set of batteries. So the architecture (shown in Figure 9) has multiple output terminal

pairs to deal with more than one load, as opposed to the traditional single-output terminal pair

(one for positive and the other for ground). Of course, the provision of multiple outputs comes at

a cost: the required number of switches is highest (six switches per battery), which increases the

requirements and complexity in any reasonably large system.

Utilization of multiple loads and a near-optimal solution of finding an optimal configuration

based on such system (with multiple loads) is presented in [38]. Though this works discusses
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Table 2. A Functional Comparison of Existing Reconfiguration Architectures

Architecture
No. of

Batteries
Total No.

of Switches
Max. Series

Cells
Max. Parallel

Cells
Multiple

Isolated Loads

SCM [58, 60, 63, 69] N 2N N Zero No

Nearly one switch [59, 61, 62] n×m mn+m m n No

Three switch [38] N 3N N N No

DESA [54] N 3N N N No

Five switch [26, 27] N 5N N N No

Six switch [50, 52, 53] N 6N N N Yes

multiple loads, the configuration showed requires three switches per battery (as shown in Figure 7),

and the additional hardware (switches) required for flexible output terminal is not discussed.

4.8 Reconfigurable Battery Charging

Recently, dedicated hardware as well as software techniques have been proposed for efficient

charging of reconfigurable batteries [41, 42]. The reconfiguration architecture considered in these

methods is the one that requires three switches for every cell (Figure 7) with some additional

hardware. In software control, the standard scheme of charging Li-Ion batteries is used.

Charging a reconfigurable battery pack with a variable power source, e.g., solar panels, is pre-

sented in [83]. Charging is started with cells having a lower SoC, and any cell with a higher SoC

is added in as the SoC of a charging group rises to its value. This process of adding cells continues

until all cells have been fully charged. Charging solar panels affected by shade can also be handled

by reconfiguration as discussed in [73]. A detailed method of classification of groups as well as

charging every category based on the graph model is presented in [41, 42].

5 ANALYSIS OF ARCHITECTURES

Though many architectures have been proposed to achieve reconfiguration capability, the advan-

tages (and drawbacks) of existing methods have not been investigated. A summary of these archi-

tectures is presented in [25]. While new architectures have been proposed on the basis of novelty

and benefits, adoption of existing architectures in recent works has been haphazard. Keeping this

in mind, the architectures have been categorized with respect to the number of switches in this

article, in Section 3. Now we analyze the flexibility, losses, and additional capabilities of these

architectures in a systematic way.

5.1 Flexibility

Since a reconfigurable battery can be considered as a graph, measures of connectivity in the graph

can be used to quantify the flexibility of different architectures. Out-degree connectivity can be a

formal way of analyzing the flexibility of any particular architecture. The graph model has only

been proposed for a three-switch architecture (shown in Figure 7), and even for that system, out-

degree connectivity has not been discussed. As discussed, it is difficult to specify out-degree con-

nectivity and perhaps it can be realized with the help of software constraints on the graph.

5.2 Functional Comparison

While specification of out-degree remains an open research problem, we analyze the flexibility of

the architecture in terms of practical aspects. Table 2 compares different architectures with respect

to the required number of switches and maximum cells that can be connected in parallel and series.
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Table 3. Comparison of Losses in Different Architectures

Architecture Resistance in Series Resistance in Parallel

SCM [58, 60, 63, 69] 2Ron N/A

Nearly one switch [59, 61, 62] 2Ron 2Ron

Three switch [38] 3Ron 4Ron

DESA [54] 2Ron 3Ron

Five switch [26, 27] 3Ron 4Ron

Six switch [50, 52, 53] 4Ron 6Ron

Two batteries are considered to be connected in series or parallel and they are powering up a

single load. The on-resistance (Ron ) of every switch is assumed to be same.

As discussed earlier, in terms of configuration flexibility, there is no apparent advantage of hav-

ing architecture with a higher number of switches. On the contrary, topology having more switches

increases cost, size, and reliability overhead. However, one key advantage of a six-switch architec-

ture is also highlighted: the ability to serve multiple loads separately, which can be leveraged to

enhance operation time.

5.3 Losses

The overall number of switches is a good indication of reconfiguration overhead in terms of size,

cost, complexity, and digital input/output (I/O) requirements. However, in any particular config-

uration (with some cells in series and some in parallel), not all the switches are being used. This

leads to an important observation: losses in any particular topology do not entirely depend on the

architecture; it also depends on the configuration. A comparative analysis of losses of all archi-

tectures is presented in Table 3. The scenario considered includes a battery having two cells and

losses (in terms of resistance) and is presented in the table. The on-resistance of every switch is

considered to be uniform, i.e., Ron . Once we know total resistance in either case (series or parallel),

the power losses can be calculated as Ploss = I 2R, where I represents current and R is the total

resistance.

An important observation from Table 3 is the superiority of DESA [54] over other three-switch

architectures. Though three-switch architecture (Figure 7) seems functionally similar to DESA

(Figure 6), the resistance in DESA architecture is less than other architectures. This asserts the

superiority of the DESA architecture, despite the apparent complexity in structure in contrast to

the simpler three-switch architecture.

5.4 Future Work: Added Flexibility

The six-switch architecture is the only one that proposes utilization of more switches than others

and also explicitly mentions the advantage of this additional overhead: the ability to deal with

multiple loads separately, which extends operational time. This line of thinking poses the open

question: with additional flexibility of a complex system (five and six switch), is there any addi-

tional benefit offered that is not available in simple architectures (three switch, DESA, or nearly

one switch)? A formal investigation will either explore the added benefit or render these extra

switches as surplus and future researchers can adopt simple architectures.

6 MODELING AND SOFTWARE METHODS

In this section, we investigate modeling and software methods that have been used in reconfig-

urable battery systems to enhance performance.
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Fig. 10. Graph modeling of a reconfigurable battery system.

6.1 Modeling of Reconfigurable Architectures

Reconfigurable battery systems can be modeled as a directed graph. This approach has been pro-

posed and used by several papers such as [38, 41, 42].

The graph model of a typical reconfigurable battery is shown in Figure 10. In this approach,

we have a graph G = (V ,E,W ), where V is a set of vertices, E is a set of edges, andW is a set of

weights of every node. Physically,Wi shows the voltage of nodeVi . Here,V is defined as the set of

all vertices, and every battery in the network is a vertex. Additionally, we have two more vertices

n+ and n−, which represent the positive and negative output terminals:

V = {n1,n2, . . . ,nN ,n+,n−}, (9)

where N is the total number of batteries in the network. E is straightforward: it contains all the

edges of the network. The direction of the conventional current is followed in this directed graph,

i.e., from positive to negative. WeightsW are defined as

W = {w1,w2, . . . ,wN ,wn+ ,wn− }, (10)

where wi represents the voltage of battery i . Also, wn+ = wn− = 0.

The abstract graph modeling effectively decomposes the problem of network configuration in

two tasks. First, on the graph level, a high-level configuration of the system can be found, accord-

ing to the objective of maximizing operation time. In this stage, only the graph model and edge

connectivity are used to find the optimal configuration (i.e., which cells to configure in series or

parallel). Once this (difficult) problem has been solved, a straightforward second phase is to find

switch states: for a known connection scheme, which switches to turn on and others to be turned

off.

6.1.1 Comments on Graph Modeling. Graph representation of a reconfigurable battery is a chal-

lenging task. Since the connections among batteries can be changed, this switching topology makes

it difficult to capture the edge connectivity. The problem is further complicated due to a simplifica-

tion in the proposed method: representation of a two-terminal battery with a simple node. Though

this simplification helps in decomposing the problem in two parts (solving for configuration and

finding states of switches), it creates a problem as well.

The key challenge here is to determine the out-degree connectivity of the graph. The most

conservative case will be to have out-degree connectivity of 2, implying that a battery is only con-

nected to its spatial neighbors. The other extreme is to consider an all-to-all connection topology.
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The paper that proposed graph modeling shows an all-to-all configuration of the graph, but in

evaluations, they consider out-degree connectivity from 1 to 5 [38].

As an example, two farthest batteries in a network, n1 and nN, can be connected. However,

this does not guarantee all-to-all connectivity. The scenario in which battery ni is connected to

nj , battery nk , such that i < k < j, cannot be connected to any other battery nl , such that l < i or

l > j. This clearly prohibits the connection fromn1 tonN , which could be possible in some scenario

(other batteries in between are disconnected).

Remark. In our opinion, the problem of graph connectivity is an open area and it can be inves-

tigated by researchers in the future. Perhaps the solution lies in having an all-to-all connectivity

with additional constraints that incorporate the physical limitations of a particular topology. De-

veloping a set of constraints for every architecture will be helpful in terms of functionality as well

to analyze their flexibility.

6.2 Scheduling

Scheduling has been a powerful tool to improve the operation time of reconfigurable battery sys-

tems. Configuration flexibility and the ability to implement software algorithms enable the utiliza-

tion of scheduling algorithms. These techniques can be used to intelligently schedule the energy to

maintain desired states of the system.

The work in [52] explores the problem of energy scheduling in detail. They consider the battery

properties of both the rate discharge effect and recovery effect and evaluated the performance of

several scheduling algorithms. The authors proposed a weighted-k round-robin (kRR) scheduling

algorithm that varies from 1-RR to nRR according to load demand and remaining energy in the

batteries. In addition to extending the operation time as compared to the baseline system, the

results show the ability of fault tolerance.

6.3 Battery Policies

A recent work presented in [3] investigates the interesting problem of dealing with battery trade-

offs. Battery tradeoffs, as summarized in Table 1, pose challenging questions of whether to go for

instantaneous benefit or long-term advantage. The work in [3] proposes utilization of application

programming interfaces (APIs), which control the charge or discharge speed according to high-

level information. In increasing devices, such as smart watches and personal electronic tablets, it

is possible to know the requirement (and routine) of the user, which can be used through APIs

to leverage battery tradeoffs for optimal results. The architecture in [3] proposes utilization of a

switch-mode regulator for discharging and a reverse buck regulator for charging, hence the capa-

bility to control the rate of charging or discharging.

6.4 Optimization Techniques

In [38], optimization problems and their solutions have been formally posed based on the graph

modeling. Since this paper also considers multiple loads, they formulate separate problems for

single and multiple loads. It is shown that both problems are NP-hard and a polynomial solution

cannot be guaranteed. For a single load change, it is proposed that a set of all feasible paths is

found by a depth-first search (DFS) algorithm with pruning. To decrease current, the problem can

then be considered as finding the largest set of disjoint paths. This problem has been formulated

as an integer program (IP), which can be used by commercial solvers. Since the problem of multi-

ple loads is more challenging and there are additional constraints because of conflicts in paths, a

greedy algorithm is proposed for this scenario. First, load selection is prioritized according to the

current requirement: the load that demands more current is dealt with earlier. Second, for every
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selected load, the path selection is done on the basis on minimal conflict. The path that has the

fewest conflicts with other paths (hence the possibility of adding more paths) is selected first. In

[103], lithium-ion battery pack diagnostics were improved by optimizing the internal allocation

for demand current for identifying different parameters. Another optimization problem is formu-

lated as the Lagrangian relaxation problem and a dynamic programming solution is proposed in

[27, 72].

Remark. It is proposed that the objective function is to minimize the current of individual bat-

teries, which increases operation time, according to the rate discharge effect. The requirement of

meeting load demand is ensured by formulating it as a constraint of the optimization problem.

6.5 Utilization of Different Battery Types

The work in [3] also proposes a novel method to integrate batteries of different chemistries. Tra-

ditionally, a system only has a single type of battery because of fixed connection topology. In

this work, it is proposed that since the charge and discharge rate of batteries can be controlled

independently, it enables the designers to have different types of batteries in a single system. To

understand the benefit of this ability, consider the possibilities of combining a battery with higher

power capability (but low storage, such as LiFePO4 cathode Li-Ion) with a battery that has more

storage capacity but can provide limited power (such as CoO2 cathode Li-Ion).

6.6 Dynamic Reconfiguration

The problem of dynamic reconfiguration, based on load demand and the SoC of cells, has been

studied by many researchers in detail. Authors in [26] proposed a model that formulates series

and parallel connections separately and uses them according to load demand. The problem of re-

configuration is broken into two steps of meeting load requirement and recovering from cell failure

in [53]. A dynamic reconfiguration based on mosfets is presented in [35]. A switch configuration

algorithm and DESA architecture were presented in [54]. An optimal switching algorithm based

on the current SoC of batteries is presented in [59, 62].

Traditionally, reconfiguration is done on the basis of the SoC of batteries. However, a recent

work [39] proposes reconfiguration on the basis of the SoH of cells.

7 APPLICATIONS AND OPPORTUNITIES

First, we review the existing and potential applications of the reconfigurable batteries, followed

by a discussion on challenges and research opportunities.

7.1 Applications

Suitable applications for reconfigurable batteries include large-scale systems, such as UPS and data

centers, hybrid and electric vehicles, micro-grids, and renewable energy storage systems [64]. Dy-

namic changes in load requirement and higher demand for reliability and system performance

make these application areas suitable for reconfigurable battery packs. Interestingly though, re-

searchers have already shown the benefit of this technology for improved performance in con-

sumer electronics, including laptops and electronic tablets. A review of the existing and potential

applications of reconfigurable batteries is presented in [25]. Mostly, existing work on reconfig-

urable batteries has been evaluated in laboratory settings. But there are already some examples

that have shown improved performance of reconfigurable battery systems.

7.1.1 Light Loads. In [117], two applications were considered: a customer reference board

(CRB) by Intel (Napa platform) and a laptop. In this work, they modified the original system hav-

ing switches (for charging and discharging) and added more switches for reconfiguration. Based
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on dynamic reconfiguration, they showed an improvement of up to 15 minutes of operation time.

Twelve light bulbs (3.6 watts each) were used in [38] to demonstrate the superiority of the re-

configurable system. In [3], a smart watch and a two-in-one (tablet with a detachable keyboard)

were considered. In this exciting work, the authors showed superiority of software techniques by

leveraging battery tradeoffs to enhance the operation time of widely used gadgets.

A programmable electric load has been used as load by many researchers [39, 58–60, 62].

7.1.2 Heavy Loads. An exciting new field that requires flexible energy storage has been termed

as energy internet with the help of energy routers [12, 47]. Perhaps the work in [5] is the only

existing one that has successfully applied a reconfigurable battery system to an electric vehicle.

A module switch for reconfiguration is proposed for electric vehicle application. The designed

system was implemented on hardware and it was tested for currents as high as 160 amperes.

Thermal aspects were considered in the design and results also show the stability in high powered

application.

7.2 Opportunities and Challenges

7.2.1 Modeling and Simulation. Though an abstract graph model of the reconfigurable battery

system has been proposed, it has some limitations. As discussed earlier, connectivity remains an

open issue because it is not straightforward to determine the out-degree connectivity of such sys-

tems. The right solution perhaps lies between extremes of conservative connectivity with spatial

neighbors and all-to-all connectivity. Formulation of accurate constraints that depict the connec-

tivity of different architectures will increase our understanding and also provide insight into the

benefits of more flexible systems.

So far, there is no unified framework for simulation of reconfigurable battery systems. With

growing research interest in this field, it is a need of the time to develop such a system that can

be readily used by others. Currently all researchers develop their own simulation environment

by using a model of a single battery and building everything manually. This difficulty leads to

increased time requirements and a lack of a common framework for ease of collaboration and

comparison.

7.2.2 Hardware Design. There is still room for hardware development because of a clear gap.

On one hand, we have systems that can only deal with a single load (generally requiring three

switches per cell), and on the other hand, we have a system that can deal with as many loads as

batteries (and requires six switches per cell). It is possible to reduce the number of switches from

six at the cost of sacrificing some loads. For most practical applications, the number of loads is

always limited. For example, for an electrical vehicle, other than its drive motor, the only load is

secondary appliances, which generally operate at low voltage (usually 12 volts). To deal with a large

number of batteries, a modular and reconfigurable battery system is presented in [19]. One case

study in [108] shows that 8% of the total weight of the entire system is accounted for by switches

and related elements. This value can increase with the degree of reconfigurability required.

7.2.3 Granularity. Granularity of reconfiguration remains an unexplored area so far. In small-

scale systems, it is possible to reconfigure every battery. But for large systems, it is impossible to

have so many switches. So reconfiguration should be done on modules and not batteries where

a module itself is a fixed-connection combination of batteries. This leads us to the challenging

questions: what should be the size of the module (fixed configuration) and how much reconfigura-

tion flexibility should there be? This research area must be investigated before industrial adoption

of this technology. A secondary question arises about module design, whether it should be SCM,

PCM, or hybrid.

ACM Transactions on Design Automation of Electronic Systems, Vol. 24, No. 2, Article 19. Pub. date: March 2019.



Reconfigurable Battery Systems 19:21

7.2.4 Hardware Overhead. Another issue linked with granularity is the assessment of hardware

overhead. While there are efficient switches (MOSFETs) that have been reported to have less than

1% losses, there are other practical aspects that need to be analyzed. Overall losses in different

(generally adopted) configurations, size of the control circuit, and cost remain important issues

because these switches require dedicated effort and resources. An equally important issue is the

effect of switches on overall system reliability. Though it has been shown that reconfigurable

systems can deal with cell failure, what will happen in case of switch failure? This is important

to analyze because of the large number of switches and the significance of the reliability of the

system from a practical perspective. A detailed study about the types of failures in switches, their

detection and prediction, and their impact on system integrity are key areas to be explored.

7.2.5 Intelligent Algorithms. Other than large-scale systems, there is a lot of room for improve-

ment in small applications such as smartphones, tablets, smart watches, and so forth. By having

flexible batteries and employing high-level policies, we can leverage the battery tradeoffs for im-

proved operation time. Since these gadgets already come with advanced features such as motion

tracking and personal scheduling, such information can be used to automatically set the best pol-

icy for the user. For example, the information of a user’s routine and the next activity can help

an intelligent algorithm to choose whether a fast charge (at the cost of reduced battery life) is

suitable in the current situation. The possibility of using high-level information (which is becom-

ing increasingly more accessible) to enhance battery performance is exciting and promising and

hopefully will be explored in the future.

7.2.6 Distributed Reconfigurable Battery Systems. As explained in [111], an interesting future

direction is reconfigurable battery systems that are fully distributed. Existing practical reconfig-

urable designs are all centralized, which causes a bottleneck in real-time control of large-scale

systems. Recently we have seen the rise of smart cells that are capable of tracking performance as

well as communication to achieve a distributed control framework [109, 110]. Existing designs of

smart cells capable of distributed control are limited to fixed topology. It is a promising and excit-

ing new avenue to test the potential of such smart cells in a system capable of reconfiguration in

connections of batteries to optimize the overall performance.

8 CONCLUSION

We have incrementally developed the details of reconfigurable battery systems. We started with

single battery, its modeling, and basic properties that can be leveraged for optimal performance.

We discussed all hardware topologies in detail and compared their functionality and losses. A

discussion on software techniques was followed by some approaches that specifically used op-

timization techniques for improved performance. Importantly, we summarized the opportunities

and challenges in reconfigurable batteries.

We note that there are several hardware topologies that have been tested by researchers. Though

there is room for more novel topologies, there are existing ones that can be readily used by any

interested researcher. In modeling, as well as simulation, of reconfigurable batteries, there is a lot

of room for improvement and contribution from the community. A formal analysis of connectivity

and flexibility of existing architectures will provide useful insight. From a practical perspective,

investigation is required to analyze the suitable level of granularity for optimal results. Hardware

overhead other than losses (size, cost, reliability) also need to be formally studied for widespread

adoption of this technology. We hope future research in these directions will accelerate the devel-

opment of solutions with reconfigurable batteries.
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