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A Robust Algorithm for State-of-Charge
Estimation With Gain Optimization

Shaheer Muhammad, Muhammad Usman Rafique, Shuai Li

Abstract—The charging and discharging procedure of a
battery is a typical electrochemical process, which can be
modeled as a dynamic system. State of charge (SoC) is
a commonly used measure to quantify the charge stored
in the battery in relation to its full capacity. Recent efforts
of optimizing battery performance require more accurate
SoC information. The noise in sensor readings makes the
estimation even more challenging, especially in battery-
operated systems where the supply voltage of the sensor
keeps changing. Traditionally used methods of Coulomb
counting and extended Kalman filter suffer from the ac-
cumulation of noise and common phenomenon of biased
noise, respectively. The traditional approach of dealing with
ever-increasing demand for accuracy is to develop more
complicated and sophisticated solutions, which generally
require special models. A key challenge in the adop-
tion of such systems is the inherent requirement of spe-
cialized knowledge and hit-and-trial-based tuning. In this
paper, we explore a new dimension from the perspective of
a self-tuning algorithm, which can provide accurate SoC es-
timation without error accumulation by creating a negative
feedback loop and enhancing its strength to penalize the
estimation error. Specifically, we propose a novel method,
which uses a battery model and a conservative filter with
a strong feedback, which guarantees that worst-case am-
plification of noise is minimized. We capitalize on the bat-
tery model for data fusion of current and voltage signals
for SoC estimation. To compute the best parameters, we
formulate the linear matrix inequality conditions, which are
optimally solved using open-source tools. This approach
also features a low computational expense during estima-
tion, which can be used in real-time applications. Thor-
ough mathematical proofs, as well as detailed experimental
results, are provided, which highlight the advantages of the
proposed method over traditional techniques.
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[. INTRODUCTION

LECTRIC vehicles, smartphones, and other consumer
E electronics are greatly contributing to the rise of commer-
cial utilization of batteries. Batteries offer an efficient way of
storing energy, and with careful considerations, environment-
friendly energy ecosystems can be built around them. For a
battery, estimating the state of charge (SoC) is an important
problem for many applications involving single and multiple
batteries. The estimated value of SoC can be utilized to effi-
ciently use the individual cell as well as to schedule usage of
cells in the multicell system to maximize the discharge time.
Recently, different optimization techniques have been used to
maximize the operating time of large-scale multicell batteries.
Some techniques exploit the internal properties of recovery and
rate discharge effect, such as [1]. Smart algorithms are also be-
ing employed to charge battery systems quickly [2]. However,
these methods require the information of the current state of
cells by measuring SoC. Due to complexity of electrochemical
processes in batteries and noise in sensors, many sophisticated
algorithms have been proposed for efficient battery monitoring,
such as estimation of SoC [3], state of health (SoH) [4]-[6],
and remaining useful life [7]. In this paper, we propose a novel
SoC estimation method, which performs well under all types of
noises and outperforms commonly used algorithms.

An earlier work that uses voltage as the basis of SoC estima-
tion was presented in [8]. Though this work dealt with complex-
ities such as hysteresis, it was concluded that it is difficult to
estimate SoC for some battery types such as Nickel-metal hy-
dride. A fuzzy logic approach for SoC estimation was presented
in [9], which required training data, which is challenging be-
cause of changing properties in different conditions. A complex
neural-network-based approach was presented in [10], but it
is restricted to lead acid batteries and requires complex net-
work design and computations. A hybrid neural-network- and
genetic-algorithm-based approach of SoC estimation of series-
connected modules (battery cells) was discussed in [11]. Despite
the promising result, the proposed method is relatively complex
and has high computational cost. In [12], a complicated mathe-
matical model has been devised, specifically for lead acid bat-
teries, which can predict the SoC and remaining operation time
with up to 10% error. A nonlinear estimation method based on
the sliding-mode observer is presented in [13]. This paper also
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discusses the parameters of the battery model through differ-
ent tests. A clever algorithm was presented in [14]: it combines
the weighted sum of (previously discussed) complex voltage-
based methods and Coulomb counting techniques. An earlier
method based on the Kalman filter was presented in [15]-[18].
In addition to a few similar methods, a famous estimation algo-
rithm based on the extended Kalman filter (EKF) is proposed
in [19]-[24]. This paper constructively develops the design of
estimation method and detailed simulations and experimental
results are shown. However, comparison of the estimated SoC
with the actual SoC is not provided.

The simplest technique of calculating SoC relies solely on
current measurement and is referred to as Coulomb counting
[25]. In this method, the cell voltage is completely disregarded
and only current is used. Alternatively, some traditional ap-
proaches were based on voltage information. This is challenging
because of noise in voltage measurement and a highly nonlinear
SoC-voltage relationship of lithium-ion (Li-ion) cells. Also, the
SoC-voltage curve is flat for most of the region: there is very
small change in voltage corresponding to a larger change in SoC,
which makes it infeasible to use voltage as a basis for SoC esti-
mation. However, the method of Coulomb counting also suffers
from a major drawback: because of its relative integrative na-
ture, the error keeps accumulating in it and grows significantly
over time. Also, as it relies solely on the current measurement
(and completely disregards the cell voltage), it can never cope
with an incorrect initial estimate of SoC. This is the main rea-
son, which has motivated us to use data fusion to combine the
information of current and voltage to get the better estimate of
SoC while dealing with noise in measurements.

The main disadvantage of Kalman-filter-based methods is
that they can only deal with known and zero-mean Gaussian
noise; results are inaccurate if there is bias in noise. Practically,
a detailed model of noise is not available, and often, the noise is
not zero-mean. In fact, in a wide variety of applications, noise
is non-Gaussian [26]. The bias in measurement noise is a fre-
quently occurring problem. As observed in most of the systems,
the sensors and embedded controllers are powered by the same
battery whose SoC is being monitored. This induces bias in mea-
surement as the battery voltage changes with time. With time,
batteries lose their storage capacity (due to calendar and cycle
aging) and their SoH reduces, which causes a permanent change
in internal resistance of cell, which leads to bias in sensor mea-
surement. The presence of bias is a common factor to consider
in estimation, and it leads to the solution of robust filters, such
as H.,, which do not make any assumption about noise [27].
The problem of SoC estimation is further complicated because
noise is accumulated over time: persistent estimation error for a
long operational period leads to a drastic increase in error.

A key benefit of the proposed solution over the existing ap-
proaches is that this algorithm does not require manual tuning.
The gain calculation has been formulated as an optimization
problem, which not only makes the method easy-to-use but also
guarantees that the gain of noise from input to the output is
minimal. Conventional recursive formulation of the H, filter
also requires a manually iterated procedure for finding gain, as
shown in [28].
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Fig. 1. Experimental setup and overview of the whole system. (a) Eval-
uation setup including battery, sensor, load (motor), and microcontroller.
(b) System overview: hardware and software modules of the complete
system.

The proposed method utilizes the battery model and tech-
niques to deduce an exact model of any battery. Availability of
an accurate model enables us to use data fusion and estimation
techniques for this problem. Our evaluation setup and overview
of the system are shown in Fig. 1(a) and (b), respectively. We
have developed a novel method based on the battery model and
robust estimation algorithm.

The computational expense is a major bottleneck for most of
the embedded controllers. While sophisticated solutions might
be implemented on computers, embedded systems generally
have limited resources. Conventional filters (e.g., EKF and par-
ticle filter) require complex calculations to compute gain af-
ter every measurement cycle. The conventional way of solving
the H, filter is also complex, requiring recursive calculation
of algebraic Riccati equations. Additionally, the system gain
is set by hit-and-trial of multiple runs, which may be sensi-
tive to the system model and operating conditions. To avoid
these problems and to simplify the calculations, we devised
the linear matrix inequality (LMI) conditions for the H, filter,
which can be optimally solved for best performance using open-
source numerical optimization solvers. The optimal filter weight
can be calculated by solving the LMI problem offline, prior to
real-time estimation, which reduces the computational require-
ments during operation.

H, is a conservative filter, which is designed to suppress
the worst-case performance [29], [30]. Robustness of the H,
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Fig. 2. Second-order model of the battery. a
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filter under different noise types has been rigorously proved in 1
the literature, such as [31], [32]. Our main contributions in this e
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paper are as follows.

1) A novel method of a conservative filter, based on the
battery model, is presented, which guarantees that the
worse-case amplification of noise is minimized.

2) Computational effort of the robust SOC estimation
method is reduced with offline tuning of the control gain.
Self-tuning-based optimal solution of the H, filter has
been developed to minimize the system gain.

3) Design of an H, filter, which performs well in the pres-
ence of biased noise. In our evaluations, the error of the
proposed method is less than 0.32%, whereas the error
of the EKF goes as high as 2.43% and error of Coulomb
counting is 7.72%. A comparison of different estimation
methods under various conditions is validated by experi-
mental results.

In Section II, we develop the battery model and formulate the
estimation problem. Section III explains the H, filter design,
and Section IV details the LMI conditions for the filter. Imple-
mentation details are provided in Section V, and simulation and
experimental results are presented in Section VI. Conclusions
are given in Section VII.

Il. PROBLEM FORMULATION

In this section, the battery model and its representation are
briefly discussed, followed by the formulation of the filtering
problem for estimation of SoC.

A. Battery Model

Because of the nonlinear properties of batteries, especially Li-
ion, a detailed battery model is required for estimation of SoC.
However, the modeling problem has been extensively investi-
gated in the literature. We consider the second-order battery
model, widely used by other scholars, presented in [33]. The
equivalent circuit of this model is shown in Fig. 2.

Many techniques, such as usage of pulses presented in [34],
have been rigorously used to identify the parameters of the bat-
tery model. Let us define the state vector as [v; v, SOC]T.
Current drawn from the battery, 4, is considered as input for the
model. The circuit in Fig. 2 can help us relate the input to the

Here, Cap is the total storage capacity of the battery in Ampere-
hours. Also, v; and vy represent the voltage drop across C and
(5, respectively. Vector v,, represents the noise, which is being
added in the system, and matrix E relates the noise to the system
state. Vector v,, is defined as [n,, n,, ngoc nv(,hage]T: it
contains noise in states (v, vy, and SoC) and the measured
voltage.

Generally, the terminal voltage is considered the system out-
put; however, there is a complication in it. It is widely known
that the relationship between open-circuit voltage voc and SoC
is nonlinear. Battery voltage can be represented as a nonlin-
ear function of SoC, as shown in (2). This relationship can be
determined experimentally:

Voc = f(SOC) (2)
The output voltage can be written as
Yy = f(SOC) + v + v + Reeries - 1- 3)

The linearized output equation can be derived by using Taylor
series and ignoring higher order terms, as

9f(SoC)

Rsen’es" F- n- 4
5500 + i+ F-v,. 4

y=11 1

Here, F' relates the noise vector to the observed output. Matrices
A, B, C, and D can be taken from (1) and (4).

For the purpose of estimation, we consider the output to be
the estimated state z given by

z=Gx + Bu+ Jv,. ®)

B. Estimation Problem

Considering independently, there are two methods of esti-
mation of SoC: relying on current (coulomb counting) or by
measuring voltage. Coulomb counting is the obvious choice,
but it suffers from the accumulation of noise over time, and
hence, a drift from the actual value is added. Voltage-based
methods are limited because of the nonlinear relation of SoC
with voltage. Additionally, Li-ion batteries have a flat voltage—
SoC curve, i.e., there is a very small change in voltage for a
considerable change in SoC. This is the reason why estimation
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is used to combine both voltage and current values to get the
best result. A typical estimation problem can be formed as (6)
and (7). Here, & and g represent the estimated state and output,
respectively. Determining gain, /<, is the main objective of filter
design. As discussed in subsequent sections, both EKF and H
filter employ different methods to calculate K but they have
same structure as shown in (6)—(8):

&= A+ K(y— 1) 6)
j=Ci ©)
2 = G# + Bu. (®)

Ill. RoBUST H., FILTER DESIGN
The structure of the H, filter is the same as given in (6)—(8).
We define three errors T =z — 2,y =y — 9, and Z = z — Z.
Accordingly, based on the filter equations, we can express error
dynamics as

i =A%+ Ev, — Kj

= (A-KC)+ (E— KF)u, )
j=Ci+ Fuv, (10)
i=G7+ Ju, (11)

As mentioned, we use Z as output to evaluate the robustness
of the system against noise v,,; we consider the Lo gain from v
to z. For this evaluation, only (9) and (11) affect the result, and
they can be rewritten as

&= A%+ Ev, — Kj
=(A—KQC)i+ (E—KF)v,
Gz + Ju,.

(12a)
(12b)

z

A. H., Canonical Model

Consider a system with x, y, and w as its state variable, system
output, and additive noise, respectively, and follows mathemat-
ical equations described below:

= Az + Bw (13a)

y = Cz + Dw. (13b)

Remark 1: For the H,, problem given in (12), it falls into
the form of (13) with (A — KC), (E — KF), G, and J in (12)
corresponding to A, B, C', and D in (13), respectively.

B. Filter Formulation

Problem 1 (H., Design): For the system described in (13),
design parameters such that its Lo gain is less than v, i.e.,

1911z, <~llwlz, + const. (14)

Remark 2: The L, gain of a linear system is equal to the
H,, norm of its transfer function. Both of them describe the
robustness of a system against external disturbances.

IV. LMI CONDITIONS FOR AN H,, FILTER
A. Motivation of LMI

It is important to understand the significance of LMI con-
ditions for H., estimation or control. As we will soon find
below, LMIs offer a flexible theoretical way of dealing with
many aspects of control and estimation problems. Development
of numerical methods has long been employed to solve LMIs.
However, new numerical methods such as interior point are
much faster, efficient, and they can be used to optimally solve
LMIs [35]. An advantage of formulating problems in LMI is
that their optimal solution can be found out using the free open-
source software. One of the most famous free tools to solve LMI
is CVX, which can be used in MATLAB [36]. In summary, on
the one hand, LMIs offer the advantage of ease of manipulation
and design, and on the other hand, we just have to formulate
the problem in LMIs, and then, we can use efficient numerical
solvers to optimally solve those LMIs.

The traditional H filter design problem involves manually
finding out the best possible « and solving the algebraic Riccati
equation. This can be a tedious calculation, especially consid-
ering the nonlinearity, which is eradicated by linearization at
different operating points. Computation of gain /K, as shown in
(6), becomes complex at every step, as it involves large compu-
tation to solve the Riccati equation. Alternatively, we propose
an LMI-based H,, filter. We can leverage LMI to minimize ~y
using numerical optimization. Additionally, as discussed below,
we may find the optimal solution of LMI only once; this removes
the online computational cost.

B. Derivation of LMI Conditions

Let us develop the LMI conditions for this filtering problem.
Theorem 1: The following matrix inequalities suffice the Lo
gain requirement (14):
ATP+PA PB CT
BTP —~I DT
C D —I

<0,P>0. (I5)

Proof: Step 1: Note: The Lo gain defined in (14) is in in-
tegral form, as the Ly gain is defined over time horizon. For
proof, we use its equivalent differential form based on the def-
inition of V = 27 Px and prove V < (ywTw — v~ 1yTy). For
the condition

V <quwlw—~7"y"y, (16)
integrating from time 0 to ¢ on both sides of (16) yields
1
V) - V(0) <4 / W (FYw(r)dr
0
t
ot [ e (a7
0

Equation (17) can be rewritten in terms of the Lo norms as

V(t)—V(0) <Allwlz, =7 ylz,- (18)
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Recall that V' = 27 Pz, P > 0. Thus, V' (¢) > 0 for any z at any
time ¢. So,

=V(0) S V(1) = V(0) < 7llwllf, =7 "llvlz,
is equivalent to
=V (0) < ¥VJlwllz, = IylIZ,- (19)

Note that V(0) = 27 (0)Pz(0) is a constant. Clearly, (19) is
already in the form of (14) by choosing the constant in (14) as

V(0).
Step 2: Let V = x7 Px for P > 0 and symmetric. Then

V =2"Pi+ " Px. (20)
Substituting (13) into (20) yields
V =2"PAz + 2" A" Pz + 2" PBw + w" B Pz.  (21)

In addition, with (13), we have

ywlw — vyl y = ywT w — 41 (Cz 4+ Dw)T (cx + Dw).
(22)
Therefore

V4w w—y""y"y
= 2" PAz — 27 AT Pz — 2" PBw — w" BT Px
+ yw'w — 471 (Cx + Dw)" (Cx + Dw)

which can be expressed as

where
—(PA+ATP+~71CT0O)
BTP —~7IDTC

PB—-~7'CTD
~I —~'DTD

To guarantee -V + yw? w —y~1yTy > 0all the time, we need

the following matrix inequality to hold:
—(PA+ ATP+~71CTC) PB—-~7'CTD

> 0.
BTP -~y IDTC ~I —~7'DTD

(23)

Step 3: Equation (23) is already in a proper matrix form, but

we can use the Schur complement to make it more compact.

Using the Schur complement, we can prove that the following
one is equivalent to (23):

—(ATP+PA) —PB|-CT
-BTp ~vI |-DT | >0. (24)
-C -D | ~I

To prove so, partition the matrix in (24) as indicated by the lines
into four block matrices. According to the Schur complement,
(24) is equivalent to

—(ATP 4+ PA) —PB
-BTP NI

el
_pT

] ()~

[-C -D]>0,4I>0

which is clearly identical to (23). [ |

The H,, design problem includes K in both A and B of the
canonical model. To see this, we replace A, B, C', and D in (15)
of the canonical form (13) with (A — KC), (E — KF), G, and
Jin (12) as

(A-KC)'P+P(A-KC) P(E-KF) GT
(E-KF)'P —I JT | <o,
G J —~I
P>0

where K and P are both unknown. By defining a new variable
Q = KT P, it becomes

ATP-CTQ+PA-QTC PE-QTF G7

ETP—-FTQ —~I JT

G J

<0,
—I

P>0
which are LMIs relative to @, P, and .

C. Solving LMI
Many available solvers can be used to find the optimal
solution of the LMI. Formally, we have developed the following
optimization problem:
min 7y
subject to
ATP-CTQ+PA-Q"C PE-Q'F GT
ETP-FTQ —I JT
G J

<0,
_’YI

P >0. (25)

Any LMI solver can be used to solve this LMI to get P and Q).
Then, we can substitute these to get the gain K as K = P~1Q”.
In this work, we used the CVX [36] solver for the optimal
solution of the LMI.

Remark 3: We can see that the proposed robust H, filter has
been formulated as an optimization problem. The solution not
only guarantees the best result, but also removes the overhead
of tuning by hit-and-trial.

V. IMPLEMENTATION DETAILS
A. Battery Modeling

The cell used in this study is an 18650 Li-ion cell having a
nominal voltage of 3.7 V and storage capacity of 3.6 Ah. First
of all, based on experiments, we find the model parameters
of the battery based on the model presented in Section II-A.
Current and voltage of a fully charged cell were noted to find
the parameters during discharge. Polynomials of the different
order were tried in order to find the best match for our battery. We
found out that the following ninth-order polynomial is sufficient
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Fig. 3. Comparison of simulation with experimental results. Voltage

to predict the voltage based on information of SoC as in (2):
Vo = f(S0C)
=a158” + ayS% + a3S” + ay S + a5 S°
+agS* + a78% + agS? + agS' + ayg

where S represents the SoC for compactness. We get the
following values of these coefficients: a; = —1955.12, ay =
8703.78, a3 = —16064.97, a4 = 15786.72, a5 = —8739.73,
ag = 2557.63, ay = —243.74, ag = —61.91, a9 = 19.60, and
a1p = 1.12. The suitable order of polynomial is dependent on
the battery and its SoC—voltage curve. Any polynomial that can
successfully represent this relationship without overfitting can
be used. To highlight this, we show the model predicted by a
fifth-order polynomial as well in Fig. 3; it can be seen that ninth-
order model is more accurate, especially in the nonlinear region
when SoC is close to 1.

The battery parameters were found out to be: Rgeries =
0.0051 €2, Ry = 0.0067 2, Cy =9327.2 F, Ry = 0.0243 2, and
Cy = 675.3 F. For a detailed process of finding all parameters
of the battery model, the reader is referred to [34].

Let us validate the correctness of our battery model. We per-
formed a simple experiment of running a small motor with a
fully charged battery and noted the current and voltage of the
cell. We provided same inputs to the model and compared the
results of modeling with the experiment, as shown in Fig. 3. We
can see that simulation matches the actual experiment. INA219
from Texas Instruments was used for sensing current and voltage
in experiments.

B. Computational Expense for Gain Recalculation

For traditional methods, such as EKF, the filter gain is recalcu-
lated at every iteration, which is quite complex, often requiring
matrix inversions. The standard approach of implementing the
H . filter requires the solution of the algebraic Riccati equation,
which demands higher computation time. Our gain calculation
process, as explained in Section IV-C, ensures the optimal so-
lution according to the system. However, the computational
overhead must be considered for real-time computing. About
recalculation of gain, we have the following remark.

3.5 T
Output Voltage
. —— Hinfinity estimate
Z
[0
g 3
o
>
25 . . . . .
0 500 1000 1500 2000 2500 3000
Current
8 T

—~ 61

<

54

=]

(6] ol

0 L L L L L
0 500 1000 1500 2000 2500
Time (s)
(®

Fig. 4. Simulation result of SoC estimation with minimal noise. (a) SoC
over time. (b) Current and voltage signals over time (the actual current
is 3.6 A).

Remark 4: Gain recalculation is not required at every it-
eration. The recalculation process, which requires more time,
should be dictated by the battery model and errors in lineariza-
tion. Variation in the linear model is dependent on SoC, and we
can leverage it to reduce computational costs.

In the ideal case, where the system model is linear, our ap-
proach demands the calculation of gain only once (because H,
is a conservative filter) as can be seen in Section IV-C. How-
ever, due to the nonlinear system model, we have to linearize at
different operating points to get an accurate matrix C', as shown
in (4). To minimize error in linearization, we need to recalculate
gain as soon as C' has changed significantly, which is dependent
on SoC.

Proposition 1: Instead of calculating gain by solving LMI
(see Section IV-C) at every step, we only solve it when SoC has
changed by at least AS,.

This will imply that in a complete battery cycle (SoC from 0
to 1, or 1 to 0), the number of calculations of gain will be 1= S
It is of vital importance to note that, in general, SoC changes
significantly slowly as compared to the processing speed of
embedded systems. Because of the conservative nature of H,
we can leverage this property to reduce computations. For our
ninth-order model as explained in Section V-A, we concluded
that AS, = 0.005 is sufficient (which implies that, at maximum,
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it will be recalculated 200 times), which is much smaller than
continuous calculation lasting up to thousands of seconds. It
is important to note that a suitable value of AS, depends on
thesystem model; for lower order polynomials, we found out
values as high as AS,. = 0.1 to be satisfactory.

It is proposed that for all steps of gain calculation (which
have an upper bound of A%g(), the gain is calculated offline
and stored in the form of a lookup table in the embedded
controller. For our case, we only had to calculate gain at 200
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Fig. 6. SoC estimation in the presence of biased noise. It can be seen

that the proposed method outperforms other methods. (a) Simulation
result of SoC with biased noise. (b) Error in SoC in the presence of
biased noise. (c) Original current of 3.6 A has biased noise of 0.36 A and
variance of noise is 0.3642.

operating points, which are marked by a difference of 0.005 in
SoC (on a scale of 0 to 1) using Section IV-C. This calculation,
and storage in memory, implies that the embedded controller
only has to perform simple multiplications, expressed in (6)—
(8) because of prior calculation for the optimal solution of the
developed LMI conditions. This enables even the simple and
inexpensive controllers (such as Arduino UNO in our case) to
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robustness of the proposed method. The initial estimate of SoC is 0.5,
whereas the actual value is 1. (a) Filter performance in the case of incor-
rect initial estimate. (b) Error in the case of inaccurate initial estimate.

easily find the optimal solution online without any additional
burden.

VI. RESULTS

The proposed method has been rigorously evaluated for ro-
bustness in both simulations and experimental tests. It is impor-
tant to note that in all evaluations, we have used the nonlinear
system model; the linearized version is used only for the purpose
of filtering. This makes all our evaluations realistic by inducing
the errors due to linearization as well modeling errors. Such
errors are generally ignored by works that are limited to simula-
tions only. In simulations and experiments, we first investigate
the case of unbiased noise, where all estimation methods work
well. Then, we evaluate these techniques in the presence of bi-
ased noise: this shows the advantage of the proposed method
over others.

A. Baseline for Comparison

Before we evaluate the performance of the proposed H.,
filter, let us first have a look at the baseline of the methods we
will be comparing with. We compare the performance of our

filter with two commonly used methods for SoC estimation,
which are Coulomb counting and EKF filter.

The reason for selecting Coulomb counting is straightfor-
ward: it is simplest and the most commonly used method. The
EKF method has been included in the comparison because it
has been rigorously studied, and experimental results, though
with limited noise types, are available in the literature, such as
in [19].

1) Coulomb Counting: Coulomb counting is a simple
method of estimating SoC, which relies solely on current mea-
surement. It can be represented as

1 t
SoC = SoCj — ————— - [ i(t)at
© %7 3600 - Cap /0’()

where SoC; is the initial SoC, Cap is the battery storage capac-
ity (Ah), and i is the current (A). Because of noise in current
measurements, there is some error in SoC estimation. Since
Coulomb counting, presented in (26), is an integrative process,
the error keeps accumulating over time and grows large for
longer operating time. The other alternative is to use voltage
measurement for SoC estimation. As discussed before, the SoC—
voltage relationship is highly nonlinear and even worse is the
fact that the SoC—voltage curve of Li-ion batteries is flat, i.e.,

(26)
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(a) Experimental result of SoC estimation with biased noise.
(b) Error in SoC estimation. (c) Experimental result of SoC estimation
with biased noise under extreme conditions.

for a large change in SoC, there is only a small difference in
voltage.

2) EKF Estimation: Let us have a brief look at the design
of the EKF filter for the system defined in (1) and (4). Prior state
estimation is given by

i~ = Az + Bu.

Output estimation is
9 =Cz" + Du.
The prior covariance matrix P~ can be calculated using
P~ =APAT +Q

where @ is the process noise and P is the covariance matrix
calculated previously. The Kalman gain L can be computed by

L=pPCTlcP CT + R

where R is measurement noise. After measurement update vy,
the final state estimate is

&=& + Ly — 7]
and covariance matrix P is updated by

P=(I-LC)P".

B. Filter Gains

For the H, filter, the matrices E and F', as explained in (1)
and (4), are used as tuning parameters. The values used for these
matrices are

02 0 0 0
02 0 O0f,
0 0 007 0

F=1[0 0 0 100].

For the EKF, we need a process noise matrix () and a measure-
ment noise matrix R. The matrices used for the EKF are

02 0 0
Q=100 02 0 |, R=100.
0 0 007

As shown in simulation and experimental results, the EKF
filter outperforms other methods in the presence of Gaussian
noise; this shows the correct tuning of filter parameters.

C. Simulations

We analyzed the results of an ideal case, where there is little
noise in current and voltage. The SoC estimation result is shown
in Fig. 4(a), and the current and voltage signals used for this
simulation are given in Fig. 4(b).

Next, let us analyze the effect of unbiased (zero mean) noise
on the performance of all estimation methods. The current and
voltage signals for this evaluation are shown in Fig. 5(c); vari-
ance of noise in current is 0.5 A?. The resulting SoC estimation
is shown in Fig. 5(a), and the error in estimation is shown in
Fig. 5(b). The interesting inference from this test is the robust-
ness of all methods, including the Coulomb counting, which
performs well when the noise has zero mean.

Now, let us consider the case where noise has a bias. The noise
current signal has a mean of 0.36 A and variance of 0.36 A%
The SoC is shown in Fig. 6(a), the error in estimation is given
in Fig. 6(b), and resulting current and voltage signals are shown
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in Fig. 6(c). We can see that in the presence of biased noise, the
EKF does not perform so well, while the H, filter has given
good estimate.

Let us examine the effect of incorrect initial estimate, i.e.,
when we do not know the starting SoC of the battery. The initial
estimate of SoC is 0.5, while the actual SoC is 1. The resulting
performance of the filter is shown in Fig. 7(a), and the error in
estimates can be seen in Fig. 7(b). This evaluation has been done
in the case of noise having a variance of 0.5 A% and a mean of
0.36 A. As Coulomb counting relies exclusively on current, it
cannot deal with inaccuracy in initial estimate, while we see the
robustness of the H, filter in such a scenario as well.

D. Experimental Results

Let us initially consider the case where noise is unbiased.
The result of this experiment is shown in Fig. 8(a), and the
error in estimation is shown in Fig. 8(b). The variance of current
noise was almost 0.2 A2, Because of small load (motor), the
experiment took longer to be completed. We see that in this
near-perfect scenario, both H, and Coulomb counting perform
well.

However, if we have noise with bias in it, the situation is com-
pletely different. The next experiment has a 0.2-A bias in current
reading. The resulting estimation is shown in Fig. 9(a) and the
error is plotted in Fig. 9(b). We see that now H is still robust,
but Coulomb counting has accumulated large noise. Moreover,
the algorithm has been tested under extreme conditions. In this
experiment, we negate all the safety guidelines for the Li-ion
battery and discharge current as well as charge at very high and
erratic rate. This is done in order to achieve a relatively complex
curve for SoC and test the performance of the algorithm. It can
be seen from Fig. 9(c) that coulomb counting accumulates much
more error in this case, but H, is still robust and more accurate
than EKF.

VIlI. CONCLUSION

We have shown that the proposed method can robustly es-
timate SoC by using simple but accurate battery model and
employing a conservative filtering technique. The H, filter is
solved optimally by formulating it as an LMI problem. The sep-
aration of computation (calculation of gain once and iterative
implementation of estimator) enables the proposed method to
be implemented on embedded controllers without compromis-
ing real-time operation requirements. Note that superiority of
the proposed algorithm has been demonstrated on the standard
battery model; specialized or complex modeling is not required.
We extend the robustness of current methods by using data
fusion techniques. Our detailed results confirm the improved
performance over both Coulomb counting and Kalman filter-
ing. Since the H,, filter makes no such assumption of noise
type, it can deal with biased noise as well. It is important to
note that perhaps the simplest method of Coulomb counting
also performs well in the presence of unbiased noise, and it is
immune to noise in voltage sensing. A performance comparison
of filters under different conditions for the Li-ion battery is pre-
sented in Table I. It is important to see that Coulomb counting

TABLE |
COMPARISON OF ERROR IN ESTIMATION METHODS IN THE LI-ION BATTERY

Scenario Coul. Count EKF H

Nominal System  Mean 0.006 0.060 £0.002  0.066 & 0.002
Max 0.011 0.354 0.289

Unbiased Noise Mean 0.03 0.035 0.06 £+ 0.002
Max 0.089 0.146 0.24

Biased Noise Mean 3.93 +£4.95 1.69 +0.35 0.07 + 0.004
Max 7.725 243 0.32

TABLE I

COMPARISON OF ERROR IN ESTIMATION METHODS IN THE
LEAD-ACID BATTERY

Scenario Coul. Count EKF H
Nominal System  Mean 0.007 0.051 £0.003  0.071 £ 0.004
Max 0.0126 0.362 0.311
Unbiased Noise Mean 0.043 0.051 0.07 £ 0.004
Max 0.096 0.192 0.4
Biased Noise Mean 528 6.1 1.8 +0.38 0.08 + 0.003
Max 8.871 2.76 0.35

outperforms other techniques in the presence of unbiased noise
because both H,, and EKF have modeling and linearization
errors. Performance of filters under different and extreme con-
ditions have been observed in different batteries. The compar-
ison of error in estimation methods in the lead-acid battery is
presented in Table II.

In summary, if initial SoC is known and there is no bias in
current noise, the Coulomb counting method can be used. For
robustness, however, an advanced approach is required. It has
been shown that the H, filter performs better when there is bias
in current noise, and it requires minimal computations during
estimation.
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